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Mesoscale eddies on unstructured meshes

S. DANILOV, Q. WANG, D. SEIN, D. SIDORENKO

Alfred Wegener Institute for Polar and Marine Research, Bremerhaven, Germany

Mesoscale eddies contribute to the dynamics of ocean circulation in many important ways. Resolving them in the context of global ocean simulations still present a challenge because the Rossby radius of deformation is highly variable and can be as small as several km at high latitudes. Models formulated on unstructured meshes provide a possibility of locally eddy resolving approach. However, a question arises on how to select the resolution, and how mesh variability may affect the eddy dynamics. We discuss a set of questions related to this topic showing that (i) the observed variability and the information on the behavior of the Rossby radius can be one of the criteria helping in mesh design and that (ii) there might be a delayed turbulence development downstream into a high-resolution domain. The latter means that the size of refined patches has to be sufficiently large to simulate the unbiased eddy dynamics.

As resolution is increasing, the resolved eddy dynamics may contain a substantial ageostrophic component which may lead to a noisy signal in the vertical velocity on the mesh patches where the resolution is varied. The appearance of this noise depends on the details of discretization. Variable resolution also leads to a question how to combine the locally resolved eddy dynamics with the parameterized one over the coarse part.

In a more broad context, even locally eddy-resolving global meshes are already large and approach in size the eddy-permitting and eddy-resolving meshes of global regular models (from 1/4 degree or finer, or 1M or more surface vertices), which implies massively parallel implementations. Our experience with FESOM1.4 shows that because of good parallel scalability the throughput (simulated model years/per day) reached on large meshes is very competitive to (not worse than) that shown by regular-mesh models, with only a moderately increased demand on computational resources. This in a way changes the message to the community on the numerical efficiency of unstructured-mesh models for global ocean applications: these models, especially the new finite-volume developments (MPAS, FESOM2, ICON), can be nearly as fast as the regular-mesh models in terms of their throughput.
Thetis: A versatile unstructured grid ocean model
Tuomas KÄRNÄ¹, Stephan KRAMER², Lawrence MITCHELL², David HAM² and Antonio BAPTISTA¹

¹Oregon Health & Science University
²Imperial College London

Simulating coastal ocean flows poses many practical challenges related to capturing complex coastal topography, retaining strong density gradients and dealing with long (seasonal to multi-annual) time scales at reasonable computational cost. Due to the wide range of relevant spatiotemporal scales, it is evident that a single choice of space/time discretization cannot fit all the applications, ranging from river simulations to estuaries, river plumes, and shelf sea processes.

In this presentation we introduce an unstructured grid ocean model Thetis. Our goal is to develop an accurate, efficient and flexible model that could be used across various applications.

Thetis is implemented on Firedrake¹ (Rathgeber et al., 2015; Lange et al., 2015), a generic finite element modeling framework. Firedrake combines high level abstractions (symbolic representation of weak forms, finite element function spaces, etc.) with sophisticated automated code generation. As such it provides an extremely flexible modeling environment where element types and equations can be easily modified without sacrificing computational efficiency.

Thetis solves the hydrostatic equations with Boussinesq approximation, using mode splitting and explicit or semi-implicit time integration. It also implements a Generic Length Scale turbulence closure model (Umlauf and Burchard, 2003). Biharmonic hyperviscosity is used to stabilize baroclinic processes. Currently supported spatial discretizations include P0-P0, P1DG-P1DG and Raviart–Thomas-P1DG elements. The model scales well in parallel, strong scaling performance being close to expected values.

We present a range of baroclinic benchmarks test cases and demonstrate that the model achieves expected accuracy and delivers good computational efficiency. In a standard lock exchange benchmark (Ilıcak et al., 2012) numerical mixing, as measured by reference potential energy, is comparable to existing models that use similar numerics. Using the benchmarks, we compare the different finite element families, time integration schemes and stabilization methods in terms of accuracy and computational cost. Finally we present a high-resolution river plume simulation that demonstrates the importance of low numerical diffusion.
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Direct simulation of mesoscale and submesoscale eddy influences in the Antarctic Circumpolar Current using MPAS-Ocean

Luke VAN ROEKEL, Todd RINGLER, Milena VENEZIANI, Juan SAENZ, Phillip WOLFRAM

The impacts of submesoscale and mesoscale eddies on ocean circulation has been extensively studied. However, these studies often consider the impact of these eddies on the large-scale ocean separately. Simulating the interaction of these eddies is fairly challenging, as it requires resolution of disparate scales (O(1km) and O(10km) respectively). Here we utilize the Model for Prediction Across Scales-Ocean (MPAS-Ocean) to address this issue. MPAS-Ocean utilizes a horizontally unstructured mesh based on spherical centroidal voronoi tessellations, which allows for variability of horizontal resolution within a domain. MPAS-Ocean is applied to a zonally symmetric domain that captures the climatology of the Antarctic Circumpolar Current (ACC). Two simulations are conducted, in both the model resolves the first Rossby radius of deformation everywhere in the domain and only one contains a region of high resolution in the ACC that resolves submesoscale eddies. The results are presented utilizing the Eliassen Palm Flux Tensor (EPFT) framework to elucidate the influence of each scale of eddy on the mean flow and possible interactions. Further, the EPFT framework allows for a diagnosis of the diffusivity of PV due to submesoscale and mesoscale eddies. Uncertainties in the results due to the choice of sub-grid parameterizations (in particular vertical mixing) are also discussed.

Modelling from basin- to community-scales on large unstructured grids

Joseph ZHANG, Xavier BERTIN

Recent development of community model SCHISM paved way for large-scale modelling on unstructured grids by effectively leveraging new numerical algorithms for multi-scale processes and emerging massively parallel HPC facility. Our ultimate goal is to enable a seamless model that traverses ocean basin, shelf, nearshore, estuary, and upstream rivers without resorting to grid nesting. In this talk we will present some recent developments that enabled this type of capability including: benchmarking of the model at large scale and associated issues on flexible horizontal and vertical grids (with no bathymetry smoothing), and hybrid openMP (shared memory) and MPI paradigm for massively parallel computing. As demonstration, we will show model applications for western Pacific circulation, influence of bridge pilings in Chesapeake Bay, surge and flooding associated with Xynthia (a winter storm that severely impacted the Bay of Biscay in 2010) and recent developments of the sediment transport model that allowed multi-decadal fully coupled morphodynamic and stratigraphic simulations. A commonality of all these applications is the use of vastly different horizontal and vertical resolutions from open ocean to community scale (from ~6km with 40+ vertical layers to ~2m with a few vertical layers) in a single 3D grid. While implicit time stepping is used at all scales for efficiency, we also discuss different grid requirements between large and small scales; in particular, grid size transition needs to be smooth for large-scale processes to introduce appropriate amount of dissipation in the eddying regime, but very skew elements are tolerated by the model at other scales.
14:30 – 15:00

Unstructured Ocean Loading Atlas

Damien ALLAIN, Pascal GÉGOUT, Jean-Paul BOY and Florent LYARD

September 5, 2016

The ocean loading atlas of the solid Earth deformation by the ocean tides from FES2014 has been produced. The FES2014 unstructured grid has been extended onto the continents. The mesh generation and assembly functions of the TUGOm Tools library have been used. The density calculation algorithm has been adapted to produce uniform meshes on large continents. The deformation has been computed for each point of application by summing the contribution of the complex masses of all the elements, which makes a total of $1.5 \cdot 10^{12}$ contributions to calculate. The calculation of the contribution has been strongly optimized and paralleled to make the calculation in 1 ks on a 12-core PC. The atlases have been compared with an ocean loading atlas computed from a structured grid. The results show very good agreement, but on the coasts where differences due to interpolation errors (in the output and the input) can reach 5 mm.

15:00 – 15:30

A baroclinic model of the Columbia river-to-ocean continuum

V. VALLAEYS *, T. KÄRNÄ, A. M. BAPTISTA, E. DELEERSNIJDER, E. HANERT

*valentin.vallaey@uclouvain.be

The Columbia River estuary is characterized by high river discharges and strong tides which generates generating high velocity flows and sharp density gradients. Its dynamics strongly affect the coastal ocean circulation. Numerically modelling this region requires the model to be multiscale, but also not too diffusive to correctly represent the plume propagation and the salinity intrusion in the estuary.

To model this ROFI, we use and develop SLIM 3D, a finite element model that solves the Boussinesq hydrostatic equations on unstructured grids with a P1DG scheme. The grid is vertically extruded on a constant number of “sigma-z” levels, where the resolution is focused in the near-surface region.

The bathymetry of the estuary alternates between deep narrow channels and shallow areas. In order to keep its relevant features, we developed an iterative smoothing procedure to satisfy the Haney criterion elementwise, and hence limiting the diffusion to an unresolved scale.

In this work, we analyze the ability of SLIM 3D to reproduce the main features of the Columbia River-to-ocean continuum. In particular, we emphasize on the tidal variations of the salinity intrusion, as well as on the plume characteristics, the latter being strongly impacted by the wind stress. We compare the results with in-situ data on the shelf and at multiple locations in the estuary.
A fair comparison is also performed with another unstructured grid model, SELF, that has been extensively used in that region. Both models are compared on idealized testcases and on the Columbia River ROFI benchmark. Our simulations confirm the tendency of SELF to be quite diffusive, resulting in overly smoothed density gradients when compared to observations, where SLIM 3D seems to reproduce sharper fronts.

16:00 – 16:30

**Hydrodynamic modeling of Gironde estuary**

Florent LYARD, D. ALLAIN, L. CHEVALLIER

Estuarine systems are of major importance for the continental and ocean exchanges. Due to their poor spatial coverage, the existing satellite altimetry observations are of little help to monitor those systems. However the forthcoming CNES/NASA SWOT mission will allow to collect large swath of sea level measurements and to cover most of the world’s estuaries at a few meters resolution. Our main motivation is to provide simulated fields for the SWOT simulator (aimed to study the mission error budget) and to combined later on modelling and SWOT observations in estuarine studies.

Estuarine modelling conjugates challenging geometry with highly complex dynamics. Model configurations request very precise input parameters, in particular for the bottom topography. Whereas vertical reference levels (and geoïds) are of moderate importance in coastal seas, it becomes crucial in the upper estuary sections. Precise digital terrain model is therefore extremely challenging and requires ad-hoc technologies, including automated and editing tools.

In a first part, we will present some of those in the context of the Gironde Estuary configuration build-up. In a second step we will focus on some typical hydrodynamics modelling issues, such as spatially varying friction coefficient tuning, proper river boundary condition settings and horizontal diffusion impact. It will be demonstrated that frequency-domain simulations and tide gauges observations can help to verify and set up some of time-stepping simulations parameters.
Pine Island Glacier ice shelf melt distribution modelled at basal channel scales, enabled by unstructured mesh approaches

Adam S. CANDY *

Environmental Fluid Mechanics, Delft University of Technology, Delft, The Netherlands.

Matthew D. PIGGOTT

Earth Science and Engineering, Imperial College London, London, UK.

Paul R. HOLLAND, Satoshi KIMURA and Adrian JENKINS

British Antarctic Survey, Cambridge, UK.

*Corresponding author: a.s.candy@tudelft.nl

Recent observational studies (Jenkins et al. 2010 [1] and Dutrieux et al. 2013 [2]) have helped to constrain estimates of the melt behaviour underneath Pine Island Glacier (PIG) ice shelf, in western Antarctica. Generally however, observations are limited, due to the relatively inaccessible and inhospitable environment. A solid ice cover, up to many kilometres thick, bars access to the water column, so that observational data can only be obtained by inference from above, drilling holes through, or launching autonomous vehicles beneath the ice. This is further exacerbated by the fact that results of these recent studies have implied a significant proportion of the melting (~80%) occurs in networks of sub-kilometre scale basal channels close to the grounding line, some of the most inaccessible parts of sub-ice shelf ocean cavities.

Accurately representing these small-scale processes in conventional ocean models is a huge challenge even in focused regional studies, and will not be possible in global coupled climate simulations in the near future. I will present the development of a new model of PIG that is capable of resolving the range of scales necessary to evaluate the melt distribution and forming processes that dominate. This is built on the Fluidity model (Piggott et al. 2008 [8]) that simulates non-hydrostatic dynamics on meshes that, like the FESOM model of Timmermann et al. 2012 [4], can be unstructured. In this case, the grid can be unstructured in all three dimensions and use an anisotropic adaptive-in-time resolution to optimise the mesh and calculation in response to evolving solution dynamics. The parameterisation of melting in this model has been validated in idealised cavity domains (Kimura et al. 2013 [5]) and a validation is underway for the dynamic treatment of the ice-ocean interface (Candy et al. 2016 [7]). Additionally, the model is not limited to a specific vertical coordinate system and can capture purely vertical features, which enables it to accurately represent ice fronts, and small shallow features.

I will discuss the development of this model of PIG; including the cavity domain, conforming to appropriately filtered boundaries generated from data collected during the British Antarctic Survey Autosub 2009 expedition, and the simulation of non-hydrostatic dynamics to date (see Figure 1). This will include validation to observations and MITgcm model results in a Circumpolar Deep Water forcing scenario from measurements in 2012, as recently presented in Science (Dutrieux et al. 2014 [3]). The unstructured nature of the developed model (Candy et al. 2016 [6]) captures the high spatial variation seen in melt rates in the small-scale channels, that its difficult to resolve in other fixed-mesh state-of-the-art models.
As a result this new model has the potential to provide further valuable insights into the physical processes driving the observed large melting and modulation of ice-ocean interactions at subkilometre scales, that are not possible with structured-mesh approaches.

Figure 1. The discretised domain of the PIG ice shelf ocean cavity is shown on the left, with simulated melt rates under the ice sheet presented in the middle, and velocity contours on the left.
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Subgrid hydrodynamics and sediment transport modeling on unstructured grids

Oliver B. FRINGER and Yun ZHANG

The Bob and Norma Street Environmental Fluid Mechanics Laboratory
Dept. of Civil and Environmental Engineering Stanford University Stanford, CA, USA 94305

In many applications of unstructured-grid models to study hydrodynamics and sediment transport, particularly in estuarine and coastal environments, model accuracy is often limited by a lack of knowledge of sediment properties and observations needed for initialization and forcing such as winds, waves, river inflows, and tides, and bathymetry and vegetation coverage. Therefore, use of higher resolution does not always lead to more accurate results, and in many cases it may be justified to employ lower grid resolutions that allow improved model efficiency while still achieving acceptable model accuracy. Under such circumstances, the bathymetric resolution may be higher than the model grid resolution. When this occurs, the effects of high-resolution bathymetric variability on the solution can be retained on the coarse grid without sacrificing model efficiency by implementing the subgrid bathymetry method of Casulli and Stelling (2009, 2011). In this method, high-resolution bathymetry is used to compute cross-sectional areas and volumes of the coarse-grid cells, thereby ensuring accurate flow conveyance and water levels. Because the subgrid bathymetry ensures accurate water volumes and cross-sectional areas regardless of the computational grid resolution, an advantage of the method is that it alleviates the need to generate unstructured grids that exactly follow the coastline.

In this presentation I will discuss application of the subgrid bathymetry method to study hydrodynamics and sediment transport in a saltwater marsh in San Francisco Bay, USA, using the unstructured-grid SUNTANS model. The model domain is characterized by broad, shallow, and vegetated marshes that are incised by narrow channels, some of which are engineered to restrict seaward sediment transport with culverts. While the subgrid method accounts for the effects of high-resolution bathymetry on the flow and stage with a coarse computational grid, this coarse grid leads to inaccurate predictions of sediment transport. I will present a method that accounts for subgrid effects on the sediment transport by reconstructing the subgrid bottom stress in a way that improves predictions of erosion and deposition. Results will be presented for the hydrodynamics and sediment transport on an unstructured, hybrid grid composed of triangles and quadrilaterals. A high-resolution, three-dimensional simulation that resolves the bathymetry and vegetation coverage on the computational grid without subgrid bathymetry will serve as the base case. A coarse-grid model that employs the proposed subgrid parameterizations will then be presented that reproduces the base case results at a fraction of the computational cost.
Inter-comparison of finite-element and discontinuous Galerkin methods in ocean modelling

Daniel LE ROUX

The shallow-water system is extensively used in environmental studies to simulate the propagation of typical waves (e.g. Kelvin, inertia-gravity, Rossby). For a number of discretization methods, non physical solutions and dispersion/dissipation problems appear in the representation of the waves.

The aim of this talk is first to compare finite-element and discontinuous Galerkin results for the propagation of equatorial waves on structured and unstructured meshes. Secondly, a 2-D Fourier analysis is performed using discontinuous Galerkin methods and the choice of the numerical flux is discussed. Numerical simulations are presented and they confirm the theoretical results.

11:30 – 12:00

A generic functional approach on discrete approximation of a continuous equation

Yoann LE BARS

Ocean modelling imply to handle with discontinuous formulation of Navier-Stokes equations. This imply to make some approximations, especially on gradient. These approximations are usually done without taking real consideration of the inconsistency they can imply. However, they can be the cause of numerical artefacts, especially with recent local method such as finite volumes and discontinuous Galerkin methods. In some cases, they can invalidate the computations.

We are elaborating a framework to handle with more precision these approximations. This framework allows for better precision in computations. It can also be used as a unification of finite differences, finite elements, finite volumes and Galerkin discontinuous methods. In such way, these different method can be mixed together. Though this work as been started in ocean modelling context, it can be used in any functional and numerical analysis problem.

We will highlight the inconsistencies, and present the way we are handling them. We then will present how the framework can be use as a unification of the different methods.
12:00 – 12:30 PART.1
14:00 – 14:30 PART.2

Fractally homogeneous air-sea turbulence

with Frequency-integrated, wind-driven gravity waves

Colton J. CONROY and Kyle MANDLI

Department of Applied Physics and Applied Mathematics
Columbia University in the City of New York, USA

In this talk, we present the development of an accurate, yet efficient, multiscale short-crested gravity wave model. A key component of the investigation involves an exploration into atmospheric turbulence along with the wind-waves it generates. In particular, we examine the local distribution of turbulence along space-time paths rather than that of traditional spatial distributions. These temporal distributions are unique functions of a set of so-called characteristic variables, which represent the large scale dynamics of the local neighborhood under consideration, expressed in terms of a reference velocity and the maximum turbulent pulsation of a given space-time volume.

Through a number of logical conjectures we unearth a (local) self-similar structure of the atmospheric turbulence that we use to “pave” large scale averages to construct a wind curve whose fractal dimension is consistent with theory and observation. The local kernel provides exact perturbation relations for the characteristic frequency and energy density of the wind-sea, and immediately gives rise to an expression for the local pressure in terms of the kinetic energy of the atmosphere, which serves as the initiator of the air-sea energy transfer. We cement this energy transfer mechanism in terms of the dispersion relation and group velocity of the wind-waves providing unambiguous local source terms for a system of frequency-integrated balance equations—equations that preserve the moments of the short-crested gravity waves—in which the solution is more tractable than that of traditional frequency-resolving spectral methods.

The model is discretized using unstructured Runge-Kutta discontinuous Galerkin (RKDG) methods, where all the primary variables including the integrated direction of the moment field are discretized using discontinuous polynomial spaces of arbitrary order. Numerical results illustrate the generation and propagation of the waves while hindcasts over Lake Erie evaluate the wind-sea assumptions inherent to the model.

14:30 – 15:00

Tidal downscaling in a 3D (structured) circulation model:
a new approach based on tailored 2D (unstructured) simulations

F. TOUBLANC¹, N. AYOUB², F. LYARD², P. MARSALEIX³, T. DUHAUT³, D. ALLAIN⁴

¹ CNES – LEGOS, Toulouse
² CNRS – LEGOS, Toulouse
³ CNRS – LA, Toulouse
Modeling the 3D ocean circulation in coastal areas requires an accurate representation of the tidal dynamics. This is particularly true in the Bay of Biscay, where tides are highly energetic over the shelf, with tidal ranges reaching 6m at the coast. Although tidal dynamics are dominated by semi-diurnal constituents, nonlinear interactions occurring between these constituents and the topography result in the generation of overtides such as M4. Downscaling the tidal dynamics in a coastal model from a larger scale solution raises several methodological issues, especially in terms of currents. In particular, the choice of the large scale solution is crucial; the impact of likely inconsistencies in bathymetry and grid resolutions between the large scale model and the coastal one should be evaluated.

In this study, we propose a new approach to tidal downscaling for coastal modelling by using two numerical models, T-UGO and SYMPHONIE, on the same rectangular mesh and bathymetry at the nodes. The unstructured grid model T-UGO 2D spectral model is adapted to perform these simulations, and provide tidal boundary conditions to the 3D circulation model SYMPHONIE. The latter is set-up on a variable mesh grid that allows us to represent the different physical processes, including tides, that influence the dynamics of the bay, from the deep plain scale to the estuarine scale. The horizontal grid resolution varies between approximately 3km at the oceanic open boundary and less than 300m in the Gironde estuary and the Pertuis Charentais. Three types of tidal boundary conditions are tested for the SYMPHONIE model: the FES2012 atlas, T-UGO 2D spectral simulations, and SYMPHONIE 2D clamped simulations. Complex errors, taking into account both the amplitude and the phase of the M2 tidal constituent, are reduced by more than 75% with a regional forcing (SYMPHONIE or T-UGO 2D), compared to a global forcing (FES2012).

During storms, the water level rises to several meters above its usual mean level, causing considerable damages to natural and artificial structures. The nearshore water level is governed by the astronomical tides, meteorological conditions (pressure, wind), geostrophic currents, waves, rivers and local bathymetry (Chelton and Enfield, 1986). Water level is modelled during the storm of March 2013 in the Gulf of Lion, France (Figure 1A). The simulation is based on SYMPHONIE (Marsaleix et al., 2006, 2008), a robust 3D circulation model dealing with most of the oceanographical forcings and on the wave model WAVEWATCH III (v5.08)(Tolman and Hendrik, 2015). To avoid interpolations, we use the same computational points for these two models. We build first the curvilinear mesh then we split each rectangular
cell into two triangles to build the unstructured mesh (Figure 1A). To better take into account the important feedbacks between waves and currents in the nearshore zone, models are coupled by the coupler OASIS3/MCT-3 (Valcke et al., 2015).

The figure 1B shows water level computed by SYMPHONIE and water level observations during the storm at the tide gauge of Port-Vendres. We properly reproduce the observations with an maximum error of 0.29 m. Future works will focus on comparisons of currents and on the transport of suspended particulate matter.

Figure 1: A) Bathymetry of the Gulf of Lion and the computational grid. The WW3 mesh is built from the SYMPHONIE mesh where each cell is splitted into two triangles. The blue star is the location of Port-Vendres; B) Water level (m) comparison between observations and modelled at Port-Vendres.
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Coupling of Unstructured (ADCIRC) and Structured (XBeach) Models by Perl Script

SeungWon SUH, HyeonJeong KIM, MaengJin KIM
Department of Ocean Science and Engineering, Kunsan National University
Daehak-ro 1170, Gunsan, Jeonbuk, Korea

Coastal erosion associated with the storm events sometimes changes the coastal environment extensively. For coastal management related analyses, numerical simulations have been used by several researchers. For example, to simulate erosion in a storm event, Vousdoukas et al. (2011) applied XBeach to reproduce storm-induced morphological changes on the beach. McCall et al. (2010) simulated the coastal erosion induced by Hurricane Ivan in 2008. Most of these approaches have focused on a precise reproduction of erosion or sedimentation under severe conditions. While such hindcasting efforts can provide a better understanding of the coastal hydrodynamics, they cannot provide an effective countermeasure in case of a forthcoming storm. To overcome such shortcomings, we propose a short-term simulation using near real-time coastal erosion forecasting based on time-varying typhoon advisories, as suggested by Suh et al. (2015).

Among the several morphological models available, XBeach (Roelvink et al., 2009) is considered to effectively represent extreme storm-induced beach erosion. However, during the periods when typhoons attack, the characteristics of waves is the most important factor that affects the extent of erosion. Storm-induced waves and current interactions in surge simulations were profoundly investigated (Dietrich et al., 2010) by using the coupled ADCIRC+SWAN model. Recently, this coupled model has been applied for near real-time storm surge forecasting (Suh et al., 2015). However, because of the different discretization schemes for the two models, they are not directly coupled. Thus, we employed rapidly varying wave characteristics from this coupled model as a driving force in beach erosion of XBeach. This feature was used in XBeach to find the corresponding response in terms of the morphological change. In this work, we also developed an automated coupling procedure using a Perl script. Thus, the wave heights, periods, and incident angles at every 10 minutes from SWAN and sea level by ADCIRC, transferred automatically to open boundary of XBeach simulation. However, to maintain computational efficiency, we implemented a threshold for the pressure-response relationship, i.e., if the external force in terms of wave height could not reach the critical driving force value, computation of erosion was not performed in XBeach.

Sensitivity tests were done on a simplified beach to verify the capability of the model in terms of variable external wave forcing. After verifying the parameters, hindcasting simulations were conducted for a real case; for Haeundae Beach in Busan, Korea to reproduce the erosion reaction with respect to a super typhoon, Maemi in 2003. Simulated results showed a good agreement in terms of the qualitative aspects for the entire beach area. A lack of precise verification of the observed data necessitates further refining of the model as a part of future research efforts. Nevertheless, since the overall computation could be accomplished automatically by using a Perl script on a parallel computer with 88 cores within 50 minutes for 1 day simulation, it can be concluded that this proposed erosion model could be satisfactorily employed for real-time forecasting of storm events.
The development of a new simulation and optimisation framework for marine technology

Stephan C. KRAMER¹, Tuomas KÄRNÄ², Lawrence MITCHELL¹, David A. HAM¹, and Matthew D. PIGGOTT¹

¹ Imperial College London
² Oregon Health & Science University

Several technological developments in the coastal zone, such as the deployment of tidal stream turbines for marine renewable energy extraction, and the installation of multiport diffusers for the disposal of heat or degradable waste water, ask for sophisticated modelling tools that are capable of dealing with the multi-scale interaction between sub-metre scale installations and coastal ocean flows over hundreds of kilometres. Unstructured mesh models are a natural candidate for dealing with this. In order to increase the economic viability and minimise ecological impacts, design optimisation is needed. As shown in Funke et al. 2013 and Funke et al. 2016, PDE-constrained optimisation problems with many design parameters, such as the optimal positioning of turbines within an array, can be solved efficiently through gradient based optimisation algorithms in combination with the computation of sensitivity information via the adjoint method.

Although the derivation of the adjoint equations for existing models typically involves a lot of work in practical terms, in Farrell et al. 2013 it was shown that for finite element models developed in the Dolfin/FEniCS framework the derivation of the adjoint equations can be fully automated using the high level abstraction of the finite element equations that is available within this framework. This approach was followed in Funke et al. 2013 and 2016, and implemented in OpenTidalFarm, which demonstrate tidal farm optimisations coupled with a
hydrodynamic model with a high level of detail and many degrees of freedom. Nonetheless, the numerics used in these papers were relatively simple (the Taylor-Hood finite element pair) and the underlying equations, the depth-averaged shallow water equations are not necessarily sufficiently realistic for the problem at hand.

Thetis is a new coastal ocean model, based on Firedrake, a finite element framework similar to FEniCS but with additional functionality that makes it well suited for large scale environmental fluid flows. In particular, Firedrake supports layered meshes an essential capability for modelling the coastal zone. In addition, it offers slope limiting functionality necessary for robust discontinuous methods. In this presentation we will demonstrate the functionality of Thetis for the modelling of tidal flows in the coastal zone. The model already supports a range of element pairs: mimetic mixed element pairs, equal order DG, and the $P_{n+1}$-$P_{2n+1}$ family. We will investigate its performance and compare with existing models, such as OpenTidalFarm, Fluidity and Telemac. Furthermore, we will demonstrate its adjoint capabilities to compute sensitivity information and an example optimisation.
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Unstructured Mesh Modeling in the Coastal Waters of British Columbia, Canada

Mike FOREMAN, Peter CHANDLER, Pramod THUPAKI, Di WAN
Institute of Ocean Sciences, Fisheries and Oceans Canada, P.O. Box 6000, Sidney, B. C., V8L 4B2, Canada
E-mail: mike.foreman@dfo-mpo.gc.ca

With a complex coastline comprised of narrow inlets, fjords, islands, and headlands; and a continental shelf sprinkled with canyons, shallow banks, and inland seas; the coastal waters of British Columbia provide a perfect setting for unstructured grid modeling. In this presentation, we will describe results from several regional ocean models that were primarily developed to better understand the environmental impact of aquaculture facilities and resource development. Most of the modeling has been done with FVCOM, the Finite Volume Community Ocean Model, but other approaches like RiCOM, TIDE3D, SELFE and ELCIRC have also been explored. Simulation results showing for example, the dispersion of disease and parasites among salmon farms and to the native wild fish population will be described. Comparisons between observations and model fields will also be shown to illustrate the successes and short-comings of the modeling techniques and hopefully to engage the audience in further discussion.

Modelling marine connectivity in the Great Barrier Reef with SLIM

Emmanuel HANERT¹, Antoine SAINT-AMAND, Christopher THOMAS and Jonathan LAMBRECHTS
¹ Earth and Life Institute - Environmental Sciences
Université catholique de Louvain
Croix du Sud 2/16
1348 Louvain-la-Neuve, Belgium
emmanuel.hanert@uclouvain.be

High-resolution ocean circulation models are required to simulate the complex and multi-scale currents that drive physical connectivity between marine ecosystems. However, standard coastal ocean models rarely achieve a spatial resolution of less than 1km over the >100km spatial scale of dispersion processes. Here we use the high-resolution unstructured-mesh coastal ocean model SLIM that locally achieves a spatial resolution of 100m over the scale
of the entire Great Barrier Reef (GBR). Using such a high-resolution model allows us to simulate the classical cascade from large-scale to small-scales, but also a feedback from the small-scale to the large-scale. By coupling SLIM with a biophysical model of larval dispersal we can track the position of virtual larvae or propagules released into the simulated domain. Connectivity matrices are then generated from the positions of the particles at the start and at the end of the simulations. Useful information can be extracted from these large matrices by using graph theory tools such as community detection, page rank and influence rank algorithms. These methods are illustrated for different applications including connectivity between submerged and near-sea-surface coral reefs, dispersion of seagrass propagules and crown-of-thorns starfish outbreaks. Our study suggests that combining a high-resolution multi-scale ocean model with novel graph theory algorithms is a powerful tool for studying physical connectivity between marine ecosystems and informing management decisions.

11:30 – 12:00

Simulation of surface oil slick transport using the 3D baroclinic ADCIRC on high-resolution unstructured finite element grids

Arash FATHI¹, J. Casey DIETRICH², Clint DAWSON¹, Kendra M. DRESBACK³
Ali SAMI¹, Cheryl Ann BLAIN⁴

¹Institute for Computational Engineering and Sciences, The University of Texas at Austin
²Dept. of Civil, Construction, and Environmental Engineering, North Carolina State University
³School of Civil Engineering and Environmental Science, University of Oklahoma
⁴Oceanography Division, Naval Research Laboratory, Stennis Space Center, MS, USA

Accurate simulation of ocean currents near coastal regions can be used for the prediction of oil spill transport in such areas. Information from these predictions can help emergency responders make informed decisions regarding the clean-up process. In coastal regions, due to the considerable variation of bathymetry, and also discharge of fresh water from the rivers, the character of the fluid flow is three-dimensional.

During this presentation, we will discuss the application of the three-dimensional baroclinic ADCIRC model for the prediction of surface oil-slick transport, due to the Deepwater Horizon oil spill event. ADCIRC utilizes an unstructured grid that allows it to accurately capture high-resolution bathymetry. For stability, this high-resolution bathymetry needs to be smoothed in regions where it varies drastically, which, typically, is the shelf break region. These regions are identified by computing two different grid-roughness indicators, and are locally smoothed until certain conditions are satisfied.

We will also discuss recent improvements made in ADCIRC for computing the baroclinic pressure gradients, and, also, biharmonic horizontal diffusion/viscosity operators when the unstructured grid encompasses a wide range of spatial scales. We will show simulation results of the northern Gulf of Mexico during the Deepwater Horizon oil-spill event and compare them with observations at buoys. To investigate the influence of baroclinicity and vertical mixing, we compare these results against a two-dimensional barotropic simulation. Next, by representing surface oil slicks due to the oil-spill event as Lagrangian particles, we compute their transport due to ocean currents, and compare them with satellite observations.
12:00 – 12:30

**An unstructured grid model of the Scottish shelf waters to predict impacts of tidal energy extraction on hydrodynamics**

M. DE DOMINICIS¹, J. WOLF¹, R. O’HARA MURRAY²,

¹National Oceanography Centre (NOC), Liverpool, United Kingdom
²Marine Scotland Science, Aberdeen, United Kingdom

Renewable energy developments such as offshore wave, tidal and wind may occupy large areas and compete with other users of the maritime space. While large scale offshore energy farms have great promise as an alternative renewable energy source, their potential environmental impacts should not be underestimated. An unstructured grid coastal ocean model FVCOM (Finite-Volume Community Ocean Model) has been used to reproduce the present climate conditions in Scottish shelf waters, with a resolution refining from over 10 km at the open boundary down to approximately 1 km at the coast. Very large scale tidal stream energy scenario has been implemented in the FVCOM model using the momentum sink approach, in which a momentum sink term represents the loss of momentum due to tidal energy extraction. Near and far-field effects have been evaluated by comparing a set of ocean physical parameters describing the present ocean climate and the future state modified by energy-extraction.

14:00 – 14:30

**High resolution tidal model of the Canadian Arctic Archipelago.**

Olga KLEPTSOVA¹ and Julie PIETRZAK²

¹Faculty of Civil Engineering and Geosciences, Delft University of Technology, Stevinweg 1, 2628CN Delft, The Netherlands. OKleptsova@gmail.com.
²Faculty of Civil Engineering and Geosciences, Delft University of Technology, Stevinweg 1, 2628CN Delft, The Netherlands. J.D.Pietrzak@TUDelft.nl.

A new high resolution tidal model of the Canadian Arctic archipelago is developed. The simulation is performed using ADCIRC and driven solely by the tidal elevation at the open boundaries. We used tidal spectrum for 8 major tidal constituents extracted from the FES global tide model. Frictional effects of the ice cover are represented through a quadratic stress exerted at the ice-ocean interface. The ice-ocean drag coefficient is computed based on the fractional sea ice coverage using the same parameterization as in Collins et al. (2011), however, it varies with time.

The model results are compared to the tide gauge data. The prediction errors vary from region to region, reflecting the regional tidal range. The largest regional errors are for the M2 tide, which has the largest amplitude. Errors for the diurnal tide constituents are dominated by the errors in the Arctic South Central and Southeast regions. These regions are difficult to model accurately since the diurnal tide in Boothia Bay in the Arctic Southeast region is nearly resonant. The rms error of the tidal constituents averaged over the entire model domain is about 14 cm for M2 and (7, 3, 5, 6, 8, 1 and 4) cm for (S2, N2, K2, O1, K1, Q1 and P1). These errors
levels are comparable to the existing models. The simulated velocity field is used to evaluate the tidal mixing factor, a useful metric to identify areas where tidal currents can potentially make important contributions to polynya formation.
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14:30 – 15:00

**A new high resolution tidal model in the Arctic Ocean**

M. CANCET, O. ANDERSEN, F. LYARD, D. COTTON, J. BENVENISTE

The Arctic Ocean is a challenging region for tidal modeling, because of its complex and not well-documented bathymetry, together combined with the intermittent presence of sea ice and the fact that the in situ tidal observations are rather scarce at such high latitudes. As a consequence, the accuracy of the global tidal models decreases by several centimeters in the Polar Regions. In particular, it has a large impact on the quality of the satellite altimeter sea surface heights in these regions (ERS1/2, Envisat, CryoSat-2, SARAL/AltiKa and the future Sentinel-3 mission).

Better knowledge of the tides improves the quality of the high latitudes altimeter sea surface heights and of all derived products, such as the altimetry-derived geostrophic currents, the mean sea surface and the mean dynamic topography. In addition, accurate tidal models are highly strategic information for ever-growing maritime and industrial activities in this region.

NOVELTIS and DTU Space, with the expertise support of LEGOS, have developed a regional, high-resolution tidal atlas in the Arctic Ocean, in the framework of the CryoSat Plus for Ocean (CP4O) ESA project. In particular, this atlas benefits from the assimilation of the most complete satellite altimetry dataset ever used in this region, including Envisat data up to 82°N and the CryoSat-2 reprocessed data between 82°N and 88°N. The combination of all these satellites gives the best possible coverage of altimetry-derived tidal constituents. The available tide gauge data were also used for assimilation and validation.

This paper presents the performances of this new regional tidal model in the Arctic Ocean.

15:00 – 15:30

**Getting Ready for SWOT: Tidal Model Assessments off the Coast of British Columbia, Canada**

Di WAN, Josef CHERNIAWSKY, Mike FOREMAN, Pramod THUPAKI

Institute of Ocean Sciences, Fisheries and Oceans Canada, P.O. Box 6000, Sidney, B. C., V8L 4B2, Canada

E-mail: di.wan@dfo-mpo.gc.ca
The waters off British Columbia, Canada are bounded by a complex coastline and have a continental slope and inland seas with complex bathymetry. They thus provide an ideal test bed for unstructured mesh models. In this presentation we will describe the evaluation of both global tidal models (e.g. FES2012, FES2014, GOT4.8) and local regional FVCOM models with tide gauge and satellite altimetry observations of tides. Baroclinic influence, a relatively large component off the coast of BC, on the surface signature of tides will be quantified. Approaches for improving the de-tided sea surface height accuracy so that it will be as close to the SWOT (Surface Water and Ocean Topography) satellite goal of 0.8 cm (when averaged over 2x2 km squares within each swath) will be discussed.

16:00 – 16:30

A gentle introduction to the Oceanographic Multipurpose Software Environment

Inti PELUPESSY\textsuperscript{1,2}, Ben VAN WERKHOVEN\textsuperscript{3}, Arjen VAN ELTEREN\textsuperscript{2}, Jan VIEBAHN\textsuperscript{1}, Adam CANDY\textsuperscript{4}, Simon PORTEGIES ZWART\textsuperscript{2}, and Henk DIJKSTRA\textsuperscript{1}

\textsuperscript{1} Institute for Marine and Atmospheric Research, Utrecht University
\textsuperscript{2} Leiden Observatory, Leiden University
\textsuperscript{3} The Netherlands eScience Center
\textsuperscript{4} Civil Engineering and Geosciences, Delft Technical University

Abstract

We introduce the Oceanographic Multipurpose Software Environment (OMUSE): an open source framework for oceanographic simulation codes developed at the IMAU (Utrecht) using coupling technology developed at Leiden Observatory (Leiden). OMUSE aims to provide a homogeneous environment for numerical ocean simulation codes, simplifying their use and deployment. Using OMUSE numerical experiments that combine ocean models representing different physics or spanning different ranges of physical scales can be easily designed. Here, we present the design of OMUSE as well as the modules and model components currently included, which range from a simple conceptual models to full global circulation models such as POP. We discuss the types of the couplings that can be implemented using OMUSE and present examples of OMUSE applications, that demonstrate the efficient and relatively straightforward model initialisation and coupling possible with OMUSE.

16:30 – 17:00

Integration of Geographic Information System frameworks into domain discretisation and meshing processes for geophysical models

Adam S. CANDY*, Julie D. PIETRZAK

Environmental Fluid Mechanics, Delft University of Technology, Delft, The Netherlands.
Computational simulations of physical phenomena rely on an accurate discretisation of model domains. Numerical models have increased in sophistication to a level where it is possible to support terrain-following boundaries that conform accurately to real physical interfaces, and resolve a multi-scale of spatial resolutions. Whilst simulation codes are maturing in this area, pre-processing tools have not developed significantly enough to competently initialise these problems in a rigorous, efficient and recomputable manner. In the relatively disjoint field of Geographic Information Systems (GIS) however, techniques and tools for mapping and analysis of geographical data have matured significantly.

In order to ensure model simulations are reproducible and the provenance of the data required is recorded, the manipulation and agglomeration of initialisation data needs to be standardised and automated. With the typical constraints on simulation domains for geophysical models consisting of bounding paths and surface scalar fields in a two dimensional plane, GIS frameworks potentially offer exactly what is required to formalise this processing. A new approach to the discretisation of geophysical domains is presented (Candy et al. [1], and [2] — [3]), and introduced with verified implementations. A complex domain example with a multi scale discretisation will be presented with scales ranging from 2000 km down to 5m details of the manmade structures of Portland harbour (Figure 1) and lagoon flats behind Chesil beach on the south coast (Figure 2). This brings together the fields of geospatial analysis, meshing and numerical simulation models. This platform enables us to combine and built up features, quickly drafting and updating mesh descriptions with the rigour that established GIS tools provide. This, combined with the systematic workflow, supports a strong provenance for model initialisation and encourages the convergence of standards.

**Figure 1.** New tools to accurately define boundary representations from map data within GIS, here for Portland Harbour on the south coast of the UK. Domain discretisation: Meshing algorithms generate a metric-driven triangulation on the surface geoid domain from raster maps within GIS.

**Figure 2.** Left: A portion of an Ordinance Survey Street View product centred around the East Fleet region behind Chesil Beach, identified in Figure 1. Centre: The same region overlaid with vector polygon layers containing GIS generated contours of the beach and flat regions. Right: The meshed flats region accurately constrained by a metric calculated from several raster maps and polygon layers within GIS.
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9:30 – 10:30

Generalised Cartesian Grids

Stéphane POPINET

Institut Jean le Rond d’Alembert
CNRS et Universite Pierre et Marie Curie
Paris

I will present the key concepts behind the generalisation of Cartesian grids to allow for mesh adaptivity while preserving the conceptual simplicity and computational efficiency of standard Cartesian grids. The basic operations necessary to build efficient, parallel and adaptive solvers for hyperbolic and elliptic problems will be discussed, with an emphasis on the conceptual simplicity of multigrid solvers within this framework. Applications of the resulting system (implemented within the Basilisk library: http://basilisk.fr) to the adaptive solution of dispersive shallow-water equations (the Serre-Green-Naghdi equations) and the time-implicit solution of the Saint-Venant equations will demonstrate these concepts for realistic applications.

11:00 – 12:00

OMUSE demo

Inty PELUPESSY

13:00 – 14:00

Structured and unstructured mesh generation with POCViP

Damien ALLAIN
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